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Exploring Heterogeneity in Mathematics Intervention
Effects

e Our goal was to examine:

— How heterogeneous are mathematics intervention
effects?

— What factors best explain heterogeneity?

— How much heterogeneity can be systematically

explained by observable features of studies?

Williams et al. (2022)
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Number of Studies at Each Systematic Review Stage

Abstracts screened: 9,384

Full text screened: 2,462

In meta-analysis: 191
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Meta-Analysis Using the MUTOS Framework

 Methods, Units, Treatments, Outcomes, Settings

* Uses model building approach

— Ran mixed effects models, controlling for methods moderators in all models.
— Ran separate models for each vector of characteristics in the MUTOS framework.

— Estimated combined model with moderators that had p < 0.10.

* Uses linear meta-regression

g it £

Aloe and Becker (2009); Becker (2017); Cronbach (1982)
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What did we initially find?



How heterogeneous are mathematics intervention effects?
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Which specific factors best explain heterogeneity?

Table 10. Moderator results from mixed-effects meta-regression model.

Moderator Mean or b* SE m k df il
UTOS moderators
Intervention type 190.00° 0.04
Cumiculum 034 0.04 8 443 6649
Pedagogical/Instructional 027 0.04 85 553 68.52
Supplemental 0.53 0.10 24 113 2407
Intervention delivery 190.00" 0.01
Teacher 037 0.05 110 608 64.03
TEChnDhg'y' 12 0.08 65 375 30.76
Interventionist 039 006 52 380 48.11
Publication decade® —014 006 - - 3623 004
Methods Moderators
Outcome type 39.80 <00
Researcher-generated measure 0.45 0.05 13 639 10141
Standardized achieverment measure 015 0.05 107 470 7608
Publication status B769 036
Unpublished 029 005 74 345 5333
Published 034 004 117 Ted 9937
MCEE trial 17.72 028
Mot an MCEE trial 033 003 177 1048 12410
MCEE trial 0.25 007 14 61 15.78
Assumed correlation 284 027
Mot assumed 033 003 189 1099 12834
Assumed” 018 0.1 5 0 281
Attrition and baseline eguivalence 190.00° 075
Low-attrition RCT 031 004 45 255 3762
Baseline equivalence satisfied 0.35 004 68 92 50.66
Meither standard satisfied 032 0.04 128 562 0422
Level of random assignment 190.00" 074
Student 032 0.05 B3 547 5051
Teacher 031 005 &7 379 62.59
School 038 008 3 183 3205

Williams et al. (2022)
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How heterogeneous are mathematics intervention effects?
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Williams et al. (2022)
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What are we missing?
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Let’s give this job to the machines!

« Data driven approach to examine unexpected or

unanticipated relationships

* Recent advances in machine learning

algorithms, with specific applications to meta-
analysis:
— classification/regression tree (metacart)

— random forest models (metaforest)

Photo by Andrea De Santis on Unsplash

Breinman (2001); van Lissa (2017, 2020)
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Let’s give this job to the machines!

« Data driven approach to examine unexpected or

unanticipated relationships

* Recent advances in machine learning

algorithms, with specific applications to meta-
analysis:

— classification/regression tree (metacart)

— random forest models (metaforest)
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Let’s give this job to the machines!

* Random forests for meta-analysis

1. Identify moderators (from candidates) to split the

All Data

data into maximally homogeneous groups

2. Continue recursively until a stopping criterion is
satisfied (e.g., number of cases in each final split — . split
terminal nodes)

3. Repeatsteps 1 & 2 many, many times over
bootstrapped samples of the original data --> making I Split
use of substantive and idiosyncratic variation

4. Theresultis a set of pooled effect size predictions |

split

that that capture complex interactions, linear, and
nonlinear relationships
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Let’s give this job to the machines!

* Why random forests?

1. They tend to be robust to issues of All Data
overfitting

2. Nonparametric technique that are especially split
useful for capturing nonlinear relationships
and complex interactions -

3. They provide diagnostic information on

moderator importance

split

MOSAIC
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So, what did we do?

* Step 1

— Identify an initial set of candidate moderators - All Data
to inform the random forest model

» These were the initial 43 MUTOS-aligned

moderators we used in our planned meta-

regression

MOSAIC
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So, what did we do?

* Step 2

— Figure out which moderators are most All Data
important

split
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What Moderators Were Most Important?

_ o & f @
Outcome type e e gl e
Intervention length (number of weeks) A e m’fi—%—'@—'—
®
Average grade level ST
Technology intervention delivery h‘—

Intervention breadth

One-time intervention training

Geometry outcome

Outcome-intervention alignment

Algebra outcome

Rational numbersifractions outcome

Rural setting

QOngoing intervention training

MNCEE trial

Assumed correlation

0.05 0.10
Permutation variable importance
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So, what did we do?

* Step3

— "Fine tune” the predictions from the - All Data
moderators that advance.

» 13 of the original 43 satisfied our criteria

for variable importance

MOSAIC
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So, what did we do?

* Step 4

— Cross-validate the predictions from the All Data

random forest models using leave-1-out

— Use the cross-validated predictions as “super -
moderator” variables in a typical meta-
regression framework to see how much
heterogeneity is explained by the random Split

forest-generated predictions

— Do the same for the the MUTOS meta-
regression to create a fair comparison

split
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How Much Heterogeneity Can Be Explained?

21

Approach R?
MUTOS 8%
Random forest 13%

Random forest model overall explains more heterogeneity.

Though both approaches leave a lot of heterogeneity unexplained (common finding
in large-scale meta-analyses).

Note: These R? values were based on leave-1-out cross-validation. The predictions for a study’s effect sizes were
based on models that did not include the study’s effect sizes in the model fitting.

| MOSAIC.AIR.ORG 'AIR MN;Ir:?gSfSyAc!C




What Moderators Were Most Important?

Moderator MUTOS Random Forest
Researcher-generated vs. standardized measure ‘/
Tech. delivery vs. other intervention delivery
Average student grade level
Intervention length (number of weeks)

Supplemental time vs. other intervention types

NKAX XSS

v
v
v
X
X

Publication year

Statistically significant/ranked as important for
J improving effect size predictions

x Not significant/not retained in model building process
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Grade Level: MUTOS Meta-Regression

0.6 Outcome type
— = Average

qu) 05 === Researcher—generated measure
9 === Standardized measure
o | .
2 0.4
L
'O T
0.3
2
8 | .
& 0.2 —
-
®©
Q0.1 : .
= Looks like a big effect, but

00 large SE and not sig. (p = .13) —

L) L) L) L) L) L) L) L) L)
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Average Grade Level
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Grade Level: Random Forest

Outcome type

o
o

= Average

=== Researcher—generated measure

o
ol

=== Standardized measure

o
N

Mean Predicted Effect Size
o o
I\.J w

o
[HEN

Ranked as a top 3 predictor for
improving effect size predictions

o
o

L) L) L) L) L) L) L) L) L) L) L) L) L) L)

-1 0 1 2 3 4 5 6 7 8 9 10 11 12
Average Grade Level
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Intervention Length: MUTOS Meta-Regression

Mean Predicted Effect Size
o
w

Practically no variation by
intervention length (p = .21)

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36
Intervention Length (Number of Weeks)

25 | MOSAIC.AIR.ORG 'AIR th§5yAm!\g
and Integration Center




Intervention Length: Random Forest

o
o

o
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o
N

o
N
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- N __

Mean Predicted Effect Size
o o
[ w

Suggests largest effects for mid-length interventions,
especially for researcher-generated measures

o
o
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Intervention Length (Number of Weeks)
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Strategies and considerations...

* I'm still a pretty firm believer in using theory, *as much as possible*, to guide model

building.

— BUT, meta-regression is still pretty much a small sample technique and moderators

can quickly overwhelm the number of studies and effect sizes in hand.

27 | MOSAIC.AIR.ORG
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» Data-driven approaches like random-forest models can help us better understand the

relative explanatory value of our best theory-driven approaches
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Strategies and considerations...

* |'m still a pretty firm believer in using theory, *as much as possible*, to guide model building.

— BUT, meta-regression is still pretty much a small sample technique and moderators can
quickly overwhelm the number of studies and effect sizes in hand

e Data-driven approaches like random-forest models can help us better understand the relative
explanatory value of our best theory-driven approaches

* Data-driven approaches come with their own set of critiques, which shouldn’t be ignored

— BUT, the bar is pretty low right now for advances in applied meta-regression

* Thisis a VERY active area of research in research synthesis methods and it’s much needed!

— And weé’ll probably look back at what we did here in 5 years and wonder, “what in the world
were they thinking...”
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DISCUSS!

* Some resources:

— OSF code, data, etc: https://osf.io/f9gud/files/?view only=c97bal1316ff44606b8954d686e4d2d8b

— Shiny app: https://airshinyapps.shinyapps.io/math meta database/
— Paper: https://www.tandfonline.com/doi/abs/10.1080/19345747.2021.2009072

e Suggested readings:

van Lissa, C. J. (2017). MetaForest: Exploring heterogeneity in meta-analysis using random forests.
https://doi.org/10.31234/osf.io/myg6s

van Lissa, C. J. (2020). Small sample meta-analyses: Exploring heterogeneity using MetaForest. In R. Van
De Schoot & M. Miocevic¢ (Eds.), Small sample size solutions (open access): A guide for applied
researchers and practitioners. CRC Press. https://www.crcpress.com/Small-Sample-Size-Solutions-
Open-Access-A-Guide-for-Applied-Researchers/Schoot-Miocevic/p/book/9780367222222

31 | MOSAIC.AIR.ORG 'AIR MN;Ir:?gSfSyAc!C


https://osf.io/f9gud/files/?view_only=c97ba1316ff44606b8954d686e4d2d8b
https://airshinyapps.shinyapps.io/math_meta_database/
https://www.tandfonline.com/doi/abs/10.1080/19345747.2021.2009072
https://doi.org/10.31234/osf.io/myg6s
https://www.crcpress.com/Small-Sample-Size-Solutions-Open-Access-A-Guide-for-Applied-Researchers/Schoot-Miocevic/p/book/9780367222222

*AIR  MOAIS

and Integration Center
Advancing Evidence. 9

Improving Lives.

Ryan Williams

Principal Researcher
rwilliams@air.org

AMERICAN INSTITUTES FOR RESEARCH® | MOSAIC.AIR.ORG

Notice of Trademark: “American Institutes for Research” and “AIR” are registered trademarks. All other brand, product, or company names are trademarks or registered trademarks of their respective owners.

Copyright © 2021 American Institutes for Research®. All rights reserved. No part of this publication may be reproduced, distributed, or transmitted in any form or by any means, including photocopying, recording,
website display, or other electronic or mechanical methods, without the prior written permission of the American Institutes for Research. For permission requests, please use the Contact Us form on AIR.ORG.



